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# MindSpore推理的量化实验

## 7.1实验介绍

本实验的目的是了解神经网络量化操作，能够独立实现 int8 量化操作，构建量化 VGG16 神经网络，并基于MindSpore框架实现量化推理，能够独立编写量化操作代码。

### 数据集介绍

测试数据集仍然延续实验三四的花卉数据集（雏菊、蒲公英、玫瑰、向日葵、郁金香）。

目录结构如下：

flower\_photos\_test

├── daisy

├── dandelion

├── roses

├── sunflowers

├── tulips

├── LICENSE.txt

### 模型知识点的介绍

7.1.2.1 量化

量化即以较低的推理精度损失将连续取值（或者大量可能的离散取值）的浮点型模型权重或流经模型的张量数据定点近似（通常为INT8）为有限多个（或较少的）离散值的过程，它是以更少位数的数据类型用于近似表示32位有限范围浮点型数据的过程，而模型的输入输出依然是浮点型。这样的好处是可以减小模型尺寸大小，减少模型内存占用，加快模型推理速度，降低功耗等。

如上所述，与FP32类型相比，FP16、INT8、INT4等低精度数据表达类型所占用空间更小。使用低精度数据表达类型替换高精度数据表达类型，可以大幅降低存储空间和传输时间。而低比特的计算性能也更高，INT8相对比FP32的加速比可达到3倍甚至更高，对于相同的计算，功耗上也有明显优势。

当前业界量化方案主要分为两种：感知量化训练（Quantization Aware Training）和训练后量化（Post-training Quantization）。

7.1.2.2 训练后量化

对于已经训练好的float32模型，通过训练后量化将其转为int8，不仅能减小模型大小，而且能显著提高推理性能。训练后量化分为两类：

1. 权重量化：对模型的权值进行量化，仅压缩模型大小，推理时仍然执行float32 推理；

2. 全量化：对模型的权值、激活值等统一进行量化，推理时执行int运算，能提升模型推理速度、降低功耗。

7.1.2.3 矩阵运算的int8量化

代表浮点实数，代表量化后的定点整数。浮点数和整型之间的换算公式如下所示，其中 代表缩放系数，表示实数和整数之间的比例关系，分布代表浮点实数及定点整数最大最小值，代表实数中的0经过量化对应的整数值，为了在矩阵padding的时候保证浮点数值的0和定点整数的完全等价，保证定点和浮点之间的表征能够一致。

假设卷积的权重为，为，输入为，输出的激活值为。由于卷积本质上就是矩阵运算，因此表示成：

由此得到量化的公式：

这里面非整数部分就只有，因此接下来把这部分变成定点运算，对于由于 的结果通常会用int32的整数存储，因此通常也量化到int32，这里可以直接用来代表，由于都是对应8个bit的缩放比例，因此最多就放缩到16个bit ，用32bit来存放完全足够，直接记为0。因此公式调整为：

其中，通常为之间的实数，因此可表示为，其中是一个定点实数，这样可以通过的bit位移操作实现，这样整个过程就都在定点上计算了。

由于、、、都是可以事先计算的，因此、也可以事先计算好，实际推理的时候只需要计算、即可。

这里解释一下为什么可以用来代替，可以直接记为0：首先和只是充当和之间转换的桥梁，只要保证经过变换后得到，而这个经过和可以反变换得到即可。假设那么，一个区间的实数，完全可以通过和可以换算到区间的整数。如果对的范围限制到，和依然可以转换，但会把信息都压缩到更小的区间了。所以用来代替记为0。假设所有的，那么，而是用32bit存储的，本来，因此缩放系数砍掉了一半的信息量，会带来一定的精度损失，不过大部分情况下这点损失是可以忽略的。

## 实验环境要求

平台：Modelarts

操作系统：euler（aarch64）

软件环境：编程框架MindSpore1.7.1、异构计算架构CANN5.1，Python3.7.10

硬件环境：Ascend910

测试数据集：花卉数据集（雏菊、蒲公英、玫瑰、向日葵、郁金香）

## 实验详细设计与实现

### 7.3.1 实验步骤

对于一个简单的卷积网络，代表输入和输出，是网络中间的特征图，表示量化后的定点数，在后训练量化中，需要一些样本来统计的数值范围，在根据量化位数以及量化方法来计算和。

![](data:image/png;base64,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)

1. 首先输入部分样本图片进行正向传播，获取输入，输出及中间特征图的最大最小值。其中对于Relu、Maxpool算子来说，会沿用上一层输出的min和max，不需要额外统计。

2. 根据min和max以及量化的位数，计算和。

3. 在量化推理的时候，会把输入x化成定点整数，然后进行卷积计算，得到输出，这个结果依然是整型的，然后继续计算Relu的输出，对于FC也是矩阵运算，得到输出，根据计算出来的和推算回浮点整数，除了输入输出的量化与反量化操作，其他流程完全可以用定点运算来完成。

7.3.1.1 量化模块

首先实现基本的量化公式，具体代码如下

def calculate\_scale\_zero\_point(min\_val, max\_val, num\_bits=8):

qmin = 0.

qmax = 2. \*\* num\_bits - 1.

scale = float((max\_val - min\_val) / (qmax - qmin)) # S=(rmax-rmin)/(qmax-qmin)

zero\_point = round(qmax - max\_val / scale) # Z=round(qmax-rmax/scale)

if zero\_point < qmin:

zero\_point = qmin

elif zero\_point > qmax:

zero\_point = qmax

return scale, zero\_point

def quantize\_tensor(x, scale, zero\_point, num\_bits=8, signed=False):

# TODO 请根据公式实现张量的量化操作

return q\_x.astype(ms.float32)# 由于mindspore不支持int类型的运算，因此我们还是用float来表示整数

def dequantize\_tensor(q\_x, scale, zero\_point):

return scale \* (q\_x - zero\_point) # r=S(q-Z)

在量化过程中，需要先统计样本和中间层的最大最小值，同时也涉及到量化、反量化操作，因此将这些功能封装成一个QParam类。

class QParam(object):

def \_\_init\_\_(self, num\_bits=8):

self.num\_bits = num\_bits

self.scale = None

self.zero\_point = None

self.min = None

self.max = None

def update(self, tensor):

# 用来统计 min、max

if self.max is None or self.max < tensor.max():

self.max = tensor.max()

self.max = 0 if self.max < 0 else self.max

if self.min is None or self.min > tensor.min():

self.min = tensor.min()

self.min = 0 if self.min > 0 else self.min

self.scale, self.zero\_point = calculate\_scale\_zero\_point(self.min, self.max, self.num\_bits)

def quantize\_tensor(self, tensor):

return quantize\_tensor(tensor, self.scale, self.zero\_point, num\_bits=self.num\_bits)

def dequantize\_tensor(self, q\_x):

return dequantize\_tensor(q\_x, self.scale, self.zero\_point)

接着定义基本的量化基类

* \_\_init\_\_ 函数：指定量化的位数外，还需指定是否提供量化输入()及输出参数()。在前面也提到，不是每一个网络模块都需要统计输入的min、max，大部分中间层都是用上一层的来作为自己的的，另外有些中间层的激活函数也是直接用上一层的来作为自己的和。
* freeze函数：这个函数会在统计完min、max后发挥作用。正如上文所说的，公式(4)中有很多项是可以提前计算好的，freeze就是把这些项提前固定下来，同时也将网络的权重由浮点实数转化为定点整数。
* quantize\_inference函数：这个函数主要是量化inference的时候会使用。

class QModule(nn.Cell):

def \_\_init\_\_(self, qi=True, qo=True, num\_bits=8):

super(QModule, self).\_\_init\_\_()

if qi:

self.qi = QParam(num\_bits=num\_bits)

if qo:

self.qo = QParam(num\_bits=num\_bits)

def freeze(self):

pass

def quantize\_inference(self, x):

raise NotImplementedError('quantize\_inference should be implemented.')

7.3.1.2 量化卷积模块

量化卷积模块包括

* \_\_init\_\_函数：需要传入conv\_module模块，这个模块对应全精度的卷积层，另外参数则是用来统计weight的min、max以及对weight进行量化用的。
* freeze函数：这个函数主要就是计算公式中的 ，其中应该由移位来实现定点化加速，为了实现方便，在此用原始的数学操作进行代替。
* construct函数：这个函数和正常的construct一样，也是在float上进行的，只不过需要统计输入输出以及weight的min、max而已。其中这里需要对weight量化到int8然后又反量化回float，这里其实就是所谓的伪量化节点，因为我们在实际量化inference的时候会把weight量化到int8，这个过程本身是有精度损失的 (来自四舍五入的round带来的截断误差)，所以在统计min、max的时候，需要把这个过程带来的误差也模拟进去。
* quantize\_inference函数：这个函数在实际inference的时候会被调用。注意，这个函数里面的卷积操作是在int上进行的，这是量化推理加速的关键「当然，由于mindspore的限制，我们仍然是在float上计算，只不过数值都是整数。这也可以看出量化推理是跟底层实现紧密结合的技术」。

class QConv2d(QModule):

def \_\_init\_\_(self, conv\_module, qi=True, qo=True, num\_bits=8):

super(QConv2d, self).\_\_init\_\_(qi=qi, qo=qo, num\_bits=num\_bits)

self.num\_bits = num\_bits

self.conv\_module = conv\_module

self.qw = QParam(num\_bits=num\_bits)

self.M = None

def freeze(self, qi=None, qo=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if hasattr(self, 'qo') and qo is not None:

raise ValueError('qo has been provided in init function.')

if not hasattr(self, 'qo') and qo is None:

raise ValueError('qo is not existed, should be provided.')

if qi is not None:

self.qi = qi

if qo is not None:

self.qo = qo

# TODO 请实现卷积模块权重参数量化

self.M =

self.conv\_module.weight =

self.conv\_module.bias =

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

self.qw.update(self.conv\_module.weight)

self.conv\_module.weight = self.qw.quantize\_tensor(self.conv\_module.weight)

self.conv\_module.weight = self.qw.dequantize\_tensor(self.conv\_module.weight)

x = ops.conv2d(x, self.conv\_module.weight, stride=self.conv\_module.stride, pad\_mode=self.conv\_module.pad\_mode)

if self.conv\_module.bias is not None:

x = ops.bias\_add(x, self.conv\_module.bias)

if hasattr(self, 'qo'):

self.qo.update(x)

x = self.qo.quantize\_tensor(x)

x = self.qo.dequantize\_tensor(x)

return x

def quantize\_inference(self, x):

# TODO 请实现卷积模块量化推理模块

return x

7.5.1.3 量化全连接层模块

与量化卷积模块功能相似，这里不再叙述。

class QDense(QModule):

def \_\_init\_\_(self, fc\_module, qi=True, qo=True, num\_bits=8):

super(QDense, self).\_\_init\_\_(qi=qi, qo=qo, num\_bits=num\_bits)

self.num\_bits = num\_bits

self.fc\_module = fc\_module

self.qw = QParam(num\_bits=num\_bits)

self.M = ms.Tensor([])

def freeze(self, qi=None, qo=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if hasattr(self, 'qo') and qo is not None:

raise ValueError('qo has been provided in init function.')

if not hasattr(self, 'qo') and qo is None:

raise ValueError('qo is not existed, should be provided.')

if qi is not None:

self.qi = qi

if qo is not None:

self.qo = qo

# TODO 请实现全连接模块权重参数量化

self.M =

self.fc\_module.weight =

self.fc\_module.bias =

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

self.qw.update(self.fc\_module.weight)

self.fc\_module.weight = self.qw.quantize\_tensor(self.fc\_module.weight)

self.fc\_module.weight = self.qw.dequantize\_tensor(self.fc\_module.weight)

x = ops.matmul(x, self.fc\_module.weight.T)

x = ops.bias\_add(x, self.fc\_module.bias)

if hasattr(self, 'qo'):

self.qo.update(x)

x = self.qo.quantize\_tensor(x)

x = self.qo.dequantize\_tensor(x)

return x

def quantize\_inference(self, x):

# TODO 请实现全连接模块量化推理

return x

7.5.1.4 量化ReLU模块

大体内容与量化卷积模块相似，其中需要注意，在 quantize\_inference 函数中，量化零点非真实的0，需要特别注意。

class QReLU(QModule):

def \_\_init\_\_(self, qi=False, num\_bits=None):

super(QReLU, self).\_\_init\_\_(qi=qi, num\_bits=num\_bits)

def freeze(self, qi=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if qi is not None:

self.qi = qi

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

x = ops.relu(x)

return x

def quantize\_inference(self, x):

x[x < self.qi.zero\_point] = self.qi.zero\_point

return x

7.5.1.5 量化最大池化模块

大体内容与量化卷积模块相似，在量化推理时，因为最大池化原理就是取区域最大值作为输出，故直接进行算子运算即可。

class QMaxPooling2d(QModule):

def \_\_init\_\_(self, max\_pool\_module, qi=False, num\_bits=None):

super(QMaxPooling2d, self).\_\_init\_\_(qi=qi, num\_bits=num\_bits)

self.max\_pool\_module = max\_pool\_module

def freeze(self, qi=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if qi is not None:

self.qi = qi

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

x = self.max\_pool\_module(x)

return x

def quantize\_inference(self, x):

return self.max\_pool\_module(x)

7.5.1.6 量化VGG网络

量化卷积模块包括

* \_\_init\_\_ 函数：基本的算子定义
* construct 函数：网络正向传播模块
* quantize 函数：量化网络模块
* quantize\_forward 函数：量化正向传播模块
* freeze 函数：量化参数冻结模块
* quantize\_inference 函数：量化推理模块

import mindspore.nn as nn

from quant\_module import QConv2d, QMaxPooling2d, QDense, QReLU

class Vgg(nn.Cell):

def \_\_init\_\_(self, num\_classes=4):

super(Vgg, self).\_\_init\_\_()

self.layer1\_conv1 = nn.Conv2d(in\_channels=3, out\_channels=64, kernel\_size=3, has\_bias=True)

self.layer1\_relu1 = nn.ReLU()

self.layer1\_conv2 = nn.Conv2d(in\_channels=64, out\_channels=64, kernel\_size=3, has\_bias=True)

self.layer1\_relu2 = nn.ReLU()

self.layer1\_maxpool = nn.MaxPool2d(kernel\_size=2, stride=2)

self.layer2\_conv1 = nn.Conv2d(in\_channels=64, out\_channels=128, kernel\_size=3, has\_bias=True)

self.layer2\_relu1 = nn.ReLU()

self.layer2\_conv2 = nn.Conv2d(in\_channels=128, out\_channels=128, kernel\_size=3, has\_bias=True)

self.layer2\_relu2 = nn.ReLU()

self.layer2\_maxpool = nn.MaxPool2d(kernel\_size=2, stride=2)

self.layer3\_conv1 = nn.Conv2d(in\_channels=128, out\_channels=256, kernel\_size=3, has\_bias=True)

self.layer3\_relu1 = nn.ReLU()

self.layer3\_conv2 = nn.Conv2d(in\_channels=256, out\_channels=256, kernel\_size=3, has\_bias=True)

self.layer3\_relu2 = nn.ReLU()

self.layer3\_conv3 = nn.Conv2d(in\_channels=256, out\_channels=256, kernel\_size=3, has\_bias=True)

self.layer3\_relu3 = nn.ReLU()

self.layer3\_maxpool = nn.MaxPool2d(kernel\_size=2, stride=2)

self.layer4\_conv1 = nn.Conv2d(in\_channels=256, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer4\_relu1 = nn.ReLU()

self.layer4\_conv2 = nn.Conv2d(in\_channels=512, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer4\_relu2 = nn.ReLU()

self.layer4\_conv3 = nn.Conv2d(in\_channels=512, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer4\_relu3 = nn.ReLU()

self.layer4\_maxpool = nn.MaxPool2d(kernel\_size=2, stride=2)

self.layer5\_conv1 = nn.Conv2d(in\_channels=512, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer5\_relu1 = nn.ReLU()

self.layer5\_conv2 = nn.Conv2d(in\_channels=512, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer5\_relu2 = nn.ReLU()

self.layer5\_conv3 = nn.Conv2d(in\_channels=512, out\_channels=512, kernel\_size=3, has\_bias=True)

self.layer5\_relu3 = nn.ReLU()

self.layer5\_maxpool = nn.MaxPool2d(kernel\_size=2, stride=2)

self.flatten = nn.Flatten()

self.fullyconnect1 = nn.Dense(512 \* 7 \* 7, 4096)

self.relu\_1 = nn.ReLU()

self.fullyconnect2 = nn.Dense(4096, 4096)

self.relu\_2 = nn.ReLU()

self.fullyconnect3 = nn.Dense(4096, num\_classes)

def construct(self, x):

x = self.layer1\_conv1(x)

x = self.layer1\_relu1(x)

x = self.layer1\_conv2(x)

x = self.layer1\_relu2(x)

x = self.layer1\_maxpool(x)

x = self.layer2\_conv1(x)

x = self.layer2\_relu1(x)

x = self.layer2\_conv2(x)

x = self.layer2\_relu2(x)

x = self.layer2\_maxpool(x)

x = self.layer3\_conv1(x)

x = self.layer3\_relu1(x)

x = self.layer3\_conv2(x)

x = self.layer3\_relu2(x)

x = self.layer3\_conv3(x)

x = self.layer3\_relu3(x)

x = self.layer3\_maxpool(x)

x = self.layer4\_conv1(x)

x = self.layer4\_relu1(x)

x = self.layer4\_conv2(x)

x = self.layer4\_relu2(x)

x = self.layer4\_conv3(x)

x = self.layer4\_relu3(x)

x = self.layer4\_maxpool(x)

x = self.layer5\_conv1(x)

x = self.layer5\_relu1(x)

x = self.layer5\_conv2(x)

x = self.layer5\_relu2(x)

x = self.layer5\_conv3(x)

x = self.layer5\_relu3(x)

x = self.layer5\_maxpool(x)

x = self.flatten(x)

x = self.fullyconnect1(x)

x = self.relu\_1(x)

x = self.fullyconnect2(x)

x = self.relu\_2(x)

x = self.fullyconnect3(x)

return x

def quantize(self, num\_bits=8):

# 第一个卷积模块需要获取量化输入，其余模块会复用之前的量化输出

self.qlayer1\_conv1 = QConv2d(self.layer1\_conv1, qi=True, qo=True, num\_bits=num\_bits)

self.qlayer1\_relu1 = QReLU()

self.qlayer1\_conv2 = QConv2d(self.layer1\_conv2, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer1\_relu2 = QReLU()

self.qlayer1\_maxpool2d = QMaxPooling2d(self.layer1\_maxpool)

self.qlayer2\_conv1 = QConv2d(self.layer2\_conv1, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer2\_relu1 = QReLU()

self.qlayer2\_conv2 = QConv2d(self.layer2\_conv2, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer2\_relu2 = QReLU()

self.qlayer2\_maxpool2d = QMaxPooling2d(self.layer2\_maxpool)

self.qlayer3\_conv1 = QConv2d(self.layer3\_conv1, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer3\_relu1 = QReLU()

self.qlayer3\_conv2 = QConv2d(self.layer3\_conv2, qi=False, qo=True,num\_bits=num\_bits)

self.qlayer3\_relu2 = QReLU()

self.qlayer3\_conv3 = QConv2d(self.layer3\_conv3, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer3\_relu3 = QReLU()

self.qlayer3\_maxpool2d = QMaxPooling2d(self.layer3\_maxpool)

self.qlayer4\_conv1 = QConv2d(self.layer4\_conv1, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer4\_relu1 = QReLU()

self.qlayer4\_conv2 = QConv2d(self.layer4\_conv2, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer4\_relu2 = QReLU()

self.qlayer4\_conv3 = QConv2d(self.layer4\_conv3, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer4\_relu3 = QReLU()

self.qlayer4\_maxpool2d = QMaxPooling2d(self.layer4\_maxpool)

self.qlayer5\_conv1 = QConv2d(self.layer5\_conv1, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer5\_relu1 = QReLU()

self.qlayer5\_conv2 = QConv2d(self.layer5\_conv2, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer5\_relu2 = QReLU()

self.qlayer5\_conv3 = QConv2d(self.layer5\_conv3, qi=False, qo=True, num\_bits=num\_bits)

self.qlayer5\_relu3 = QReLU()

self.qlayer5\_maxpool2d = QMaxPooling2d(self.layer5\_maxpool)

self.qfc1 = QDense(self.fullyconnect1, qi=False, qo=True, num\_bits=num\_bits)

self.qfc1\_relu = QReLU()

self.qfc2 = QDense(self.fullyconnect2, qi=False, qo=True, num\_bits=num\_bits)

self.qfc2\_relu = QReLU()

self.qfc3 = QDense(self.fullyconnect3, qi=False, qo=True, num\_bits=num\_bits)

def quantize\_forward(self, x):

x = self.qlayer1\_conv1(x)

x = self.qlayer1\_relu1(x)

x = self.qlayer1\_conv2(x)

x = self.qlayer1\_relu2(x)

x = self.qlayer1\_maxpool2d(x)

x = self.qlayer2\_conv1(x)

x = self.qlayer2\_relu1(x)

x = self.qlayer2\_conv2(x)

x = self.qlayer2\_relu2(x)

x = self.qlayer2\_maxpool2d(x)

x = self.qlayer3\_conv1(x)

x = self.qlayer3\_relu1(x)

x = self.qlayer3\_conv2(x)

x = self.qlayer3\_relu2(x)

x = self.qlayer3\_conv3(x)

x = self.qlayer3\_relu3(x)

x = self.qlayer3\_maxpool2d(x)

x = self.qlayer4\_conv1(x)

x = self.qlayer4\_relu1(x)

x = self.qlayer4\_conv2(x)

x = self.qlayer4\_relu2(x)

x = self.qlayer4\_conv3(x)

x = self.qlayer4\_relu3(x)

x = self.qlayer4\_maxpool2d(x)

x = self.qlayer5\_conv1(x)

x = self.qlayer5\_relu1(x)

x = self.qlayer5\_conv2(x)

x = self.qlayer5\_relu2(x)

x = self.qlayer5\_conv3(x)

x = self.qlayer5\_relu3(x)

x = self.qlayer5\_maxpool2d(x)

x = self.flatten(x)

x = self.qfc1(x)

x = self.qfc1\_relu(x)

x = self.qfc2(x)

x = self.qfc2\_relu(x)

x = self.qfc3(x)

return x

def freeze(self):

# 冻结网络参数时，除第一个卷积模块不需要指定量化输入，其余模块都需要指定量化输入

self.qlayer1\_conv1.freeze()

self.qlayer1\_relu1.freeze(qi=self.qlayer1\_conv1.qo)

self.qlayer1\_conv2.freeze(qi=self.qlayer1\_conv1.qo)

self.qlayer1\_relu2.freeze(qi=self.qlayer1\_conv2.qo)

self.qlayer1\_maxpool2d.freeze(qi=self.qlayer1\_conv2.qo)

self.qlayer2\_conv1.freeze(qi=self.qlayer1\_conv2.qo)

self.qlayer2\_relu1.freeze(qi=self.qlayer2\_conv1.qo)

self.qlayer2\_conv2.freeze(qi=self.qlayer2\_conv1.qo)

self.qlayer2\_relu2.freeze(qi=self.qlayer2\_conv2.qo)

self.qlayer2\_maxpool2d.freeze(qi=self.qlayer2\_conv2.qo)

self.qlayer3\_conv1.freeze(qi=self.qlayer2\_conv2.qo)

self.qlayer3\_relu1.freeze(qi=self.qlayer3\_conv1.qo)

self.qlayer3\_conv2.freeze(qi=self.qlayer3\_conv1.qo)

self.qlayer3\_relu2.freeze(qi=self.qlayer3\_conv2.qo)

self.qlayer3\_conv3.freeze(qi=self.qlayer3\_conv2.qo)

self.qlayer3\_relu3.freeze(qi=self.qlayer3\_conv3.qo)

self.qlayer3\_maxpool2d.freeze(qi=self.qlayer3\_conv3.qo)

self.qlayer4\_conv1.freeze(qi=self.qlayer3\_conv3.qo)

self.qlayer4\_relu1.freeze(qi=self.qlayer4\_conv1.qo)

self.qlayer4\_conv2.freeze(qi=self.qlayer4\_conv1.qo)

self.qlayer4\_relu2.freeze(qi=self.qlayer4\_conv2.qo)

self.qlayer4\_conv3.freeze(qi=self.qlayer4\_conv2.qo)

self.qlayer4\_relu3.freeze(qi=self.qlayer4\_conv3.qo)

self.qlayer4\_maxpool2d.freeze(qi=self.qlayer4\_conv3.qo)

self.qlayer5\_conv1.freeze(qi=self.qlayer4\_conv3.qo)

self.qlayer5\_relu1.freeze(qi=self.qlayer5\_conv1.qo)

self.qlayer5\_conv2.freeze(qi=self.qlayer5\_conv1.qo)

self.qlayer5\_relu2.freeze(qi=self.qlayer5\_conv2.qo)

self.qlayer5\_conv3.freeze(qi=self.qlayer5\_conv2.qo)

self.qlayer5\_relu3.freeze(qi=self.qlayer5\_conv3.qo)

self.qlayer5\_maxpool2d.freeze(qi=self.qlayer5\_conv3.qo)

self.qfc1.freeze(qi=self.qlayer5\_conv3.qo)

self.qfc1\_relu.freeze(qi=self.qfc1.qo)

self.qfc2.freeze(qi=self.qfc1.qo)

self.qfc2\_relu.freeze(qi=self.qfc2.qo)

self.qfc3.freeze(qi=self.qfc2.qo)

def quantize\_inference(self, x):

# 对输入x进行量化

qx = self.qlayer1\_conv1.qi.quantize\_tensor(x)

qx = self.qlayer1\_conv1.quantize\_inference(qx)

qx = self.qlayer1\_relu1.quantize\_inference(qx)

qx = self.qlayer1\_conv2.quantize\_inference(qx)

qx = self.qlayer1\_relu2.quantize\_inference(qx)

qx = self.qlayer1\_maxpool2d.quantize\_inference(qx)

qx = self.qlayer2\_conv1.quantize\_inference(qx)

qx = self.qlayer2\_relu1.quantize\_inference(qx)

qx = self.qlayer2\_conv2.quantize\_inference(qx)

qx = self.qlayer2\_relu2.quantize\_inference(qx)

qx = self.qlayer2\_maxpool2d.quantize\_inference(qx)

qx = self.qlayer3\_conv1.quantize\_inference(qx)

qx = self.qlayer3\_relu1.quantize\_inference(qx)

qx = self.qlayer3\_conv2.quantize\_inference(qx)

qx = self.qlayer3\_relu2.quantize\_inference(qx)

qx = self.qlayer3\_conv3.quantize\_inference(qx)

qx = self.qlayer3\_relu3.quantize\_inference(qx)

qx = self.qlayer3\_maxpool2d.quantize\_inference(qx)

qx = self.qlayer4\_conv1.quantize\_inference(qx)

qx = self.qlayer4\_relu1.quantize\_inference(qx)

qx = self.qlayer4\_conv2.quantize\_inference(qx)

qx = self.qlayer4\_relu2.quantize\_inference(qx)

qx = self.qlayer4\_conv3.quantize\_inference(qx)

qx = self.qlayer4\_relu3.quantize\_inference(qx)

qx = self.qlayer4\_maxpool2d.quantize\_inference(qx)

qx = self.qlayer5\_conv1.quantize\_inference(qx)

qx = self.qlayer5\_relu1.quantize\_inference(qx)

qx = self.qlayer5\_conv2.quantize\_inference(qx)

qx = self.qlayer5\_relu2.quantize\_inference(qx)

qx = self.qlayer5\_conv3.quantize\_inference(qx)

qx = self.qlayer5\_relu3.quantize\_inference(qx)

qx = self.qlayer5\_maxpool2d.quantize\_inference(qx)

qx = self.flatten(qx)

qx = self.qfc1.quantize\_inference(qx)

qx = self.qfc1\_relu.quantize\_inference(qx)

qx = self.qfc2.quantize\_inference(qx)

qx = self.qfc2\_relu.quantize\_inference(qx)

qx = self.qfc3.quantize\_inference(qx)

# 对输出qx进行反量化

out = self.qfc3.qo.dequantize\_tensor(qx)

return out

### 7.3.2 实验流程

第一步：初始化VGG网络并加载权重系数

第二步：构建对应推理数据

第三步：首先进行正常的网络推理，获取模型输出

第四步：构建量化模型，此实验为int8量化

第五步：进行量化推理，这里涉及到对中间特征图统计最大最小值

第六步：对网络量化参数进行固定

第七步：进行量化推理

import numpy as np

import cv2

import mindspore as ms

from mindspore import ops

from mindspore import load\_checkpoint, load\_param\_into\_net

from mindspore import context

from vgg import Vgg

context.set\_context(mode=context.PYNATIVE\_MODE, device\_target='CPU')

np.set\_printoptions(suppress=True)

def resize\_image(image, target\_size):

h, w = image.shape[:2]

th, tw = target\_size

# 获取等比缩放后的尺寸

scale = min(th / h, tw / w)

oh, ow = round(h \* scale), round(w \* scale)

# 缩放图片，opencv缩放传入尺寸为（宽，高），这里采用线性差值算法

image = cv2.resize(image, (ow, oh), interpolation=cv2.INTER\_LINEAR).astype(np.uint8)

# 将剩余部分进行填充

new\_image = np.ones((th, tw, 3), dtype=np.uint8) \* 114

new\_image[:oh, :ow, :] = image

return new\_image

def process\_image(img\_path):

# 读取图片，opencv读图后格式是BGR格式，需要转为RGB格式

image = cv2.imread(img\_path, cv2.IMREAD\_COLOR)

image = cv2.cvtColor(image, cv2.COLOR\_BGR2RGB)

# 将图片等比resize至(224x224)

image = resize\_image(image, (224, 224))

image = np.array(image, dtype=np.float32)

# 将图片标准化

image -= [125.307, 122.961, 113.8575]

image /= [51.5865, 50.847, 51.255]

# (h,w,c) -> (c,h,w) -> (1,c,h,w)

image = image.transpose((2, 0, 1))[None]

return image

def direct\_quantize(model, dataset):

print('\*'\*50)

print('Start quantize')

for img\_path, label in dataset:

print("Start inference: {}".format(img\_path))

ndarray = process\_image(img\_path)

tensor = ms.Tensor(ndarray, ms.float32)

net\_out = model.quantize\_forward(tensor)

prob = ops.Softmax()(net\_out)

print('Predict probability: {}'.format(np.around(prob.asnumpy(), 4)))

predict\_cls = (ops.Argmax()(prob)).asnumpy().item()

print('Inference result: {}\n'.format(predict\_cls == label))

def full\_inference(model, dataset):

print('\*' \* 50)

print('Start full inference')

for img\_path, label in dataset:

print("Start inference: {}".format(img\_path))

ndarray = process\_image(img\_path)

tensor = ms.Tensor(ndarray, ms.float32)

net\_out = model(tensor)

prob = ops.Softmax()(net\_out)

print('Predict probability: {}'.format(np.around(prob.asnumpy(), 4)))

predict\_cls = (ops.Argmax()(prob)).asnumpy().item()

print('Inference result: {}\n'.format(predict\_cls == label))

def quantize\_inference(model, dataset):

print('\*' \* 50)

print('Start quantize inference')

for img\_path, label in dataset:

print("Start inference: {}".format(img\_path))

ndarray = process\_image(img\_path)

tensor = ms.Tensor(ndarray, ms.float32)

net\_out = model.quantize\_inference(tensor)

prob = ops.Softmax()(net\_out)

print('Predict probability: {}'.format(np.around(prob.asnumpy(), 4)))

predict\_cls = (ops.Argmax()(prob)).asnumpy().item()

print('Inference result: {}\n'.format(predict\_cls == label))

if \_\_name\_\_ == '\_\_main\_\_':

# 初始化VGG网络并加载权重系数

net = Vgg(num\_classes=4)

load\_param\_into\_net(net, load\_checkpoint('vgg.ckpt'), strict\_load=True)

net.set\_train(False)

# 构建对应推理数据

dataset = [('./data/daisy\_demo.jpg', 0),

('./data/roses\_demo.jpg', 1),

('./data/sunflowers\_demo.jpg', 2),

('./data/tulips\_demo.jpg', 3)]

# 首先进行正常的网络推理，获取模型输出

full\_inference(net, dataset)

# 构建量化模型，此实验为int8量化

net.quantize(num\_bits=8)

# 进行量化推理，这里涉及到对中间特征图统计最大最小值

direct\_quantize(net, dataset)

# 对网络量化参数进行固定

net.freeze()

# 进行量化推理

quantize\_inference(net, dataset)

### 7.3.3 实验运行

代码目录介绍：

EXP

|- data

| |- daisy\_demo.jpg # 测试图片

| |- roses\_demo.jpg # 测试图片

| |- sunflowers\_demo.jpg # 测试图片

| |- daisy\_demo.jpg # 测试图片

|- quant\_inference.py # 量化推理主函数

|- quant\_module.py # 量化模块

|- vgg.ckpt # VGG网络权重

|- vgg.py # VGG网络模块

1. 实现代码

vim quant\_module.py

vim vgg.py

1. 运行实验

python3.7 quant\_inference.py

## 实验总结

本实验的目的是了解神经网络量化操作，能够独立实现int8量化操作，构建量化VGG16神经网络，并基于MindSpore框架实现量化推理，能够独立编写量化操作代码。同时同学们可以拓展思考，在推理的时候，为了实现网络加速优化，通常将Convolution算子、BatchNormalization算子、Relu算子进行算子融合。若不进行融合，请思考如何实现BatchNormalization的量化模块。

## 实验任务与参考解答任务

### 实验任务

本实验需要同学们能够独立实现int8量化操作，构建量化VGG16神经网络，并基于MindSpore框架实现量化推理，能够独立编写量化操作代码。

### 参考答案

量化模块：

def calculate\_scale\_zero\_point(min\_val, max\_val, num\_bits=8):

qmin = 0.

qmax = 2. \*\* num\_bits - 1.

scale = float((max\_val - min\_val) / (qmax - qmin)) # S=(rmax-rmin)/(qmax-qmin)

zero\_point = round(qmax - max\_val / scale) # Z=round(qmax-rmax/scale)

if zero\_point < qmin:

zero\_point = qmin

elif zero\_point > qmax:

zero\_point = qmax

return scale, zero\_point

def quantize\_tensor(x, scale, zero\_point, num\_bits=8, signed=False):

# TODO 请根据公式实现张量的量化操作

if signed:

qmin = - 2. \*\* (num\_bits - 1)

qmax = 2. \*\* (num\_bits - 1) - 1

else:

qmin = 0. qmax = 2. \*\* num\_bits - 1.

q\_x = zero\_point + x / scale

q\_x = (q\_x.clip(qmin, qmax)).round() # q=round(r/S+Z)

return q\_x.astype(ms.float32)# 由于mindspore不支持int类型的运算，因此我们还是用float来表示整数

def dequantize\_tensor(q\_x, scale, zero\_point):

return scale \* (q\_x - zero\_point) # r=S(q-Z)

量化卷积模块：

class QConv2d(QModule):

def \_\_init\_\_(self, conv\_module, qi=True, qo=True, num\_bits=8):

super(QConv2d, self).\_\_init\_\_(qi=qi, qo=qo, num\_bits=num\_bits)

self.num\_bits = num\_bits

self.conv\_module = conv\_module

self.qw = QParam(num\_bits=num\_bits)

self.M = None

def freeze(self, qi=None, qo=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if hasattr(self, 'qo') and qo is not None:

raise ValueError('qo has been provided in init function.')

if not hasattr(self, 'qo') and qo is None:

raise ValueError('qo is not existed, should be provided.')

if qi is not None:

self.qi = qi

if qo is not None:

self.qo = qo

# TODO 请实现卷积模块权重参数量化

self.M = self.qw.scale \* self.qi.scale / self.qo.scale

self.conv\_module.weight = self.qw.quantize\_tensor(self.conv\_module.weight)

self.conv\_module.weight = self.conv\_module.weight - self.qw.zero\_point

self.conv\_module.bias = quantize\_tensor(self.conv\_module.bias,

scale=self.qi.scale \* self.qw.scale,

zero\_point=0,

num\_bits=32, signed=True)

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

self.qw.update(self.conv\_module.weight)

self.conv\_module.weight = self.qw.quantize\_tensor(self.conv\_module.weight)

self.conv\_module.weight = self.qw.dequantize\_tensor(self.conv\_module.weight)

x = ops.conv2d(x, self.conv\_module.weight, stride=self.conv\_module.stride, pad\_mode=self.conv\_module.pad\_mode)

if self.conv\_module.bias is not None:

x = ops.bias\_add(x, self.conv\_module.bias)

if hasattr(self, 'qo'):

self.qo.update(x)

x = self.qo.quantize\_tensor(x)

x = self.qo.dequantize\_tensor(x)

return x

def quantize\_inference(self, x):

# TODO 请实现卷积模块量化推理模块

x = x - self.qi.zero\_point

x = self.conv\_module(x)

x = self.M \* x

x = x.round()

x = x + self.qo.zero\_point

x = x.clip(0., 2. \*\* self.num\_bits - 1.).round()

return x

量化全连接模块：

class QDense(QModule):

def \_\_init\_\_(self, fc\_module, qi=True, qo=True, num\_bits=8):

super(QDense, self).\_\_init\_\_(qi=qi, qo=qo, num\_bits=num\_bits)

self.num\_bits = num\_bits

self.fc\_module = fc\_module

self.qw = QParam(num\_bits=num\_bits)

self.M = ms.Tensor([])

def freeze(self, qi=None, qo=None):

if hasattr(self, 'qi') and qi is not None:

raise ValueError('qi has been provided in init function.')

if not hasattr(self, 'qi') and qi is None:

raise ValueError('qi is not existed, should be provided.')

if hasattr(self, 'qo') and qo is not None:

raise ValueError('qo has been provided in init function.')

if not hasattr(self, 'qo') and qo is None:

raise ValueError('qo is not existed, should be provided.')

if qi is not None:

self.qi = qi

if qo is not None:

self.qo = qo

# TODO 请实现全连接模块权重参数量化

self.M = self.qw.scale \* self.qi.scale / self.qo.scale

self.fc\_module.weight = self.qw.quantize\_tensor(self.fc\_module.weight)

self.fc\_module.weight = self.fc\_module.weight.data - self.qw.zero\_point

self.fc\_module.bias = quantize\_tensor(self.fc\_module.bias,

scale=self.qi.scale \* self.qw.scale,

zero\_point=0,

num\_bits=32, signed=True)

def construct(self, x):

if hasattr(self, 'qi'):

self.qi.update(x)

x = self.qi.quantize\_tensor(x)

x = self.qi.dequantize\_tensor(x)

self.qw.update(self.fc\_module.weight)

self.fc\_module.weight = self.qw.quantize\_tensor(self.fc\_module.weight)

self.fc\_module.weight = self.qw.dequantize\_tensor(self.fc\_module.weight)

x = ops.matmul(x, self.fc\_module.weight.T)

x = ops.bias\_add(x, self.fc\_module.bias)

if hasattr(self, 'qo'):

self.qo.update(x)

x = self.qo.quantize\_tensor(x)

x = self.qo.dequantize\_tensor(x)

return x

def quantize\_inference(self, x):

# TODO 请实现全连接模块量化推理

x = x - self.qi.zero\_point

x = self.fc\_module(x)

x = self.M \* x

x = x.round()

x = x + self.qo.zero\_point

x = x.clip(0., 2. \*\* self.num\_bits - 1.).round()

return x